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On a System of Equations i n  

Automatic Control Theory 

I. Introduction. 

LRtm [ 1 3 has introduced the study of ,a control s y s t e m  i n  which 

the  equations of the control take into account the applied load, 

cular  he has taken an equation of Khokhlov's that  describes a loaded 

I n  parti- 

~ y j - ~ l . I ~ i C  selyTnmn-tl.or laed t.Q &scr i ,k ac+-inn of +-he al-*nm+ic 

roii s tab i i iza t ion  system i n  tne  Queen mry.', i n  t h i s  paper the system 

introduced by k t o v  will be examined with the  a i d  of a lemma due t o  Yacubovich 

[ 2 3 as generalized by KUnan [ 3 1. 

- 
1 

A rather  complete answer can be given 

f o r  the non-cr i t ical  case as w e l l  as for some c r i t i c a l  cases. 

The system t o  be investigated is 

where v is the state vector and p is the control. The control p is 

governed by the equations 
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In (1) and (2) v, b, c are n-vectors, p, u, w, p, 8 are scalars and A 

is an n x n matrix. The functions $, 0 are scalar continuous functions 

such that (1) has unique solutions and s a t i s f y  the following conditions 

+Oo 

d ( u )  > 0, u # 0; @(O) = 0; J- 9(a)da = +a0 
0 

(34 

(3b) *(w) > 0, w > 0; $(w) = 0, w 5 0 

exists and i s  continuous and dw 

2 o when w > o .  d w  - 

Also the constant 8 w i l l  be taken as nonnegative and p # 0. The problem t o  

be considered is t o  f ind conditions on the control parameters that insure 

asymptotic s t a b i l i t y  i n  the large f o r  a l l  such Q and 9. 

11. The Non-singular Case. 

We w i l l  i n  t h i s  section consider the case where the matrix A has 2p 

simple imagimry character is t ic  roots and I character is t ic  roots with 

negative real parts. Since w e  may take p = 0 we w i l l  be considering not 

only a c r i t i c a l  case but a l s o  the non-cr i t ical  case. We shall ass- that 

(A, b) and (A, c ' )  a re  completely controllable and completely observable 

respectively i n  order t o  apply the Kalman-Yacubovich lemma. (A, b) 

is  said t o  be completely control lable  if x*(exp At) b E 0 

of t implies that x = 0 and (A, c ' )  is completely observable i f  and only 

i f  (A', c )  is  comgletely controllable. Following Lefschetz [4] we shall make 

the following change of coordinates x = Av - bp, cr = c'v - pp and s o  (1) and 

A pair 

f o r  a f i n i t e  interval 

(2) is equivalent t o  the following (4) provided p f: ctA-Lb. 
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(4) 

where y = p - ctA..lb. We shall assume without loss of generality that  y 

is positive. kt A be i n  the canonical fom A = diag(K, E, S) where 

K = diag (%, ..., ikp), the k's are dis t inc t  and positive, 

conjugate of K, and S an I X I r e a l  stable matrix. The system (4)  

- 
K i s  the 

then reduces t o  

6 = g'y + gS'F+ e'z - pq(w)+(a) 

where y, f, g are p vectors and z, d, e are real I vectors. 

Consider the following Liapunov function f o r  the system ( 3 )  

where Q is a real positive definite diagonal matrix, R is a positive semi- 

def ini te  symmetric matrix and a 2 0, p 2 0, a + p > 0. Now the derivative 

of (6) along the t r s jec tor ies  of (512s 
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- = - y'(rc& + a]: - z'[S'R + RS)z 

( 7 )  

NOW since Q i s  real and diagonal Q + = 0. Assume that f o r  some such Q 

QT - ox-lg - pg = 0 

then an equivalent form f o r  (7) is  a f t e r  completing the square i s  

a)  - C = S'R + RS 

b) T = B p  

Now by the Blman-Yacubovich lemma there ex is t s  a posit ive symmetric matrix 

and a q satisfying C - qq' = 0 and (10) a, b, c i f  and only if 

R 



-5- 

= (hI - s )  . 
sj,u 

f o r  all real o where 

We shall now show t h a t  (8) and (11) imply asymptotic s t a b i l i t y  i n  

t he  large f o r  the system ( 5 ) .  Fi r s t  we shall show that V is positive 

def in i te  i n  y, z and u. By the  I(aLman-Yacubovich l emma the set 

{ z  : z 'Rz = 0 )  is  a l inear  space of mobsemable states relat ive t o  

(S, Q: e'S-l + &'). If a or  f3 = 0 then R is positive def ini te  by the 

complete observability of (A, c') and hence of (S, e'). If 8 = 0 then 

c l ea r ly  V i s  positive def ini te  since then a > 0, Let  a = 0, and p > 0 

then V is positive def ini te  if y = 0, z = 0, w 5 0 implies that IJ = 0, 

assume that IJ = u0 # 0. Then -yp = IJ and 0 B 1 - 8po sgn a0 o r  

0 B I + e - SS- F vhicfi is E ~ c ~ t ~ ~ d i c t i o n  siiiee 1- an6 8 are positive 

So V is posi-i;ive def ini te  if a or  f3 = 0. 

0 0  
IJ 

0 

r 0 

Now l e t  a > 0 and 6 > 0 and le t  us show that zARzo and e ~ s - ~ z ~  

cannot be both zero a t  the same time unless z = 0. Assume the contrary. 

Then by the le- z is  such that 

so by l e t t i n g  t = 0 th is  implies that e'zO = 0. By different ia t ing k times 
k and l e t t i n g  t = 0 it fol lows t h a t  e 's  zo = 0. B u t  

are l inear ly  independent vectors and hence 

been established it fo l lows  eas i ly  by checking a l l  poss ib i l i t i es  that 

posi t ive definite. 

0 

I- ge')eStzo E 0 f o r  a l l  t 
0 

[e I ,  e 'S, . . . , e 'Sn-l] 

zo = 0. Now that this f a c t  has 

V is 

Now by the  assumption on the  divergence of the in tegra l  it follows 

tha t  V d m  as lyl, l z l ,  la1 + m  and so  by a theorem of LaSalle's [ 5 ]  

a l l  solutions of ( 5 )  are  bounded and tend t o  the largest  invariant subset 

M of E = {(Y, Y, Z, a) : V(Y, 7, 2, U) = 01, as t +m. 

- 
Case I a # 0. L e t  P = (yo, yo, zo, bo) # 0 be a point such that 

the  solution of ( 5 )  s ta r t ing  at P f o r  t = 0 remains i n  
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E fo r  a l l  t. Such a solution is  a solution of the  l inear  system obtained 

from ( 5 )  by le t t ing  $(w)@(u) = 0, thus the solution is: 

y = (exp Kt)yo, 

u = uo + grK-l(exp Kt)yo + B'K 

7 = (exp zt)yo, 

-- 1 

z = (exp St)z  
0 

(exp &)yo + e'S-l(exp St)zo 

-1 w = 1 + e y- bo sgn u. 
0' 

~ F L  = -a 

Now u cannot be zero f o r  a f ini te  t i m e  in terval  since t h i s  would contradict 

the complete observability of (A,  c ' )  and thus w S 0 and oo f 0. Eut 

since S i s  stable there ex is t s  a T such tha t  f o r  a l l  t > T, 

letS-l(exp St)zol < 

almost periodic function with zero mean value there  ex is t s  a 

that it i s  less than i n  absolute value fo r  all t i n  a small in te rva l  

IuoI - --I 

b0I  

and since gX-l(exp Kt)yo + grK (exp %]yo is  an 

t* > T such 

-I around t*. Therefore new t*, w = 1 -k 8 y uo sgn a. > 0 which is a 

contradic.tion. Thus the  largest  invariant subset of E is  M = (0) .  

Case 11: a = 0, -i = ($7 \ ~ r ( w ) ~ ( a )  + q'zI2 + 
d 

+ @e [JE - dw $(w)~(a)du]\Ir(w)@(a)sgn u A solution re- 

maining i n  E must be bounded f o r  all t i n  (-w,w) since such a solution 

must l i e  i n  a level mfkm of V 

Since a = 0 we may take p = 1 and thus the  equation f o r  z reduces t o  the  

l inear  equation 

bounded f o r  all 

exponents thus $(w)@(a) i s  of t he  form q(w)+(a) = C a . ( e q  iLu t )  where 

a d  also f o r  such a solution $ d w ) + ( a )  = -q 'z(t) .  

1 
5 = (S i- p-Tdq')z. 

t 

A solution of a l inear  equation that i s  

must be the  sum of exponentials with pure imaginary 
n 

-n J j 
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- 
a = a O) = wo = 0. Using t h i s  form f o r  ~ + ( w ) + ( a )  i n  equation (4)  

w e  can calculate x ( t )  and a ( t ) .  Since such a solution must be bounded 

it follows tha t  a. = 0 and cos { k, f o r  any s and r. L e t t i n g  Ct 

denote sum excluding j = 0 we have 

j -3 j 

n P 

-P 
0 

x ( t )  = -C* a (A'l b){exp h . t )  + C*v.{exp ik . t )  + v 
-n j bj J J J 

n 
$(w)+(a) = C' a.Cexp ico.t) 

-n J J 

Cta.(icuj)-l(p + CIA?& b){exp h.t) 
J 

j J 
u ( t )  = oo - 

-n 

+ Ct ctv.(ik.)  P -1 {exp i k . t )  + c9vo 
J J  J -2 

- 
= v are n vectors and u is  a constant. We can assume we are -3 0 

not i n  case I and so  q ( w ) @ ( a )  f 0 and since a( t )$(w(t))@(u(t))  2 0 it 

W e  shall have a contradiction and thus prove our theorem once w e  establish the 

f ollawing : 

Lemma. Let t h e  linearized system obtained *om (1) by placing 8 = 0 

and q( l )+(a)  = V u  be asymptotically s table  f o r  a l l  v > 0. Then i f  bo is 

a character is t ic  root of S + p-zdqt such tha t  f + i k  for any j 

then ( ( p  + c'A? b) is a non negative real number. 

Proof: 

IA,l{X + v(p + ctA;l-b)I and so (bo) 

real number since i n  t h i s  case there is  a posit ive v such that bo is  a 

character is t ic  root of the  matrix of the  linearized system with $(0))4(a) = VU. 

1 

- j  

uO 

The characterist ic equation of t he  linearized system is 
-1 

( p  + ctA?J) can not be a negative 
rrr 

N 
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The lemma then fo l lows  i f  w e  show 

The characterist ic equation of S -+ p-zdq' is 

Re ( p c 'A-' b) Re ( p + e's'1 a) = 0. 
1 lLoO 1 b 0  -- 

1x1 - S - p 2dqf I = 
1 -1 -1 1 1 --- - p 2dqtl = IS,l 11 - p-TdqtS;ll = IS,l{ 1 - p *q'S x d) and so  p = p2q'S-l 

- 
d'RS-ld - *e's d, 

1q'S-l d12 = p. 

Now qq' = -C = S' R + RS and so 2 Re dtRS-'d = 
-1 

I 

1 io0 b 0  h 0  

i"b W O  
By combining w e  have Re ( p  + e's: d) = 0. 

Thus we have sham tha t  (8) and (11) along with the  added assumption 

about t he  linearized system imply asymptotic s t a b i l i t y  i n  the  large. 

W e  w i l l  nuw put (8) and (11) in to  an invariant form that is  i n  a form 

that can be applied direct ly  t o  (4) without reducing (4) t o  the Jordan 

form (3 ) .  Assume t ha t  there exists a! h 0, p Z 0, a + p > 0 such tha t  

1 1 (13) f3p + R e  ( m * A -  + pc*)A&, b h 0 

It follows from the f ac t  that S 

(14) i s  bounded f o r  a l l  real o and hence 

is  a s table  matrix that the last term i n  

but the function i n  the brackets i n  (15) i s  of the form 

and hence b = 0 or  that (ag (ik.)-' + Bg )f is  real. j j J  j j  
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Nclw i f  w e  make the further a s s m t i o n  that (acp (e.)-' + pg )f = h. > 0 j J  j j  J 
h 

2 2) 
w e  see that Q = diag ( - n 2  sa t i s f ies  (8), and (13) 

I PPI 
~ 

reduces t o  (11). noting tha t  AA-lA-; = q' + A-1 we  have: 

Theorem (U) , Let  A have 2p (p L 0) simple imaginary characterist ic 

roots and I roots with negative rea l  par ts  and (A,b) and (A,=') be 

completely controllable and completely observable resgectively, 

8 E 0 

i n  the  large f o r  all S(w) and 'P( a) satisfying and 3 provided: 

Also le t  

and p f 0, Then the system (1) and (2) is asymptotically stable 

b) There exists eGiGtsits Qi z 9, p 1 0, 4- p > 0 su& tkt 

pp + Re( 

( 

+ @)c'$lb 2 0 f o r  all i m a g m  X not equal t o  a pole and 

+ p) clAi% has posit ive residues on the  imaginary axis. x 

c) i f  a = 0 then the  linearized system obtained from (1) by l e t t i n g  

e = 0 and $ ( 1 ) 0 ( ~ )  = w is asymptotically stable f o r  al l  v > 0. 
Now w e  shall show that the conditions given i n  TheoRm 1A a- also 

necessary f o r  the existence of a positive def ini te  Liapunov function of the 

type quadratic form plus integral  of the nonlinearities. 

For the first psrt of the argumnt l e t  UB assume that the equations 

( Lm) am i n  the real form 

where now y, f, g are real 2p vectors and 
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By t h e  s m ?  argument as i n  Popov [ 6 1 the  most general Liapunov f'unction 

of the type quadratic 

We shall  also use the  

f o r  the variables in 

form plus integral  of the nonlinearit ies is  

€-method used by Popov which consists of substi tuting 

V or  V a power of E times the  variable, The sign 
. 

of v 
V l e t  

lowest 

K'B1 + 

. or  is then 

Y + Y ,  = + 

degree term 

BIK cancel 

t ha t  KtB1 + BIK = 

next lowest degree 

' B2 w e  must have K 

EZ 

is  

it 

0 

determined by the  lowest degree term i n  E. Thus i n  
2 2 u + e  u and $ ( w ) ~ ( u )  -+E -$(w)@(u) then the 

yt(K'B1 + BIK)y. Since the  diagonal elements i n  

follows that i f  V i s  t o  be negative semi-definite 

and t h i s  implies that B1 must be diagonal. Now the 

term i n  V i s  2y'(KtB2 + B,S)z and clearly fo r  V 5 0 - 
+ B2S = 0 or B2 = 0. (1) 

Now t o  say tha t  the form f o r  V f o r  equations (16) must be such that 

B1 i s  diagonal and B2 = 0 

Liapunov function (6) w a s  the  only one possible f o r  the equations ( 5 ) .  So l e t  

us consider now (6) and (7). By l e t t i ng  y 

i s  equivalent t o  saying that the  form of the  

2 - -  
y, y -+ y, z -+ E z, u + ED, 

$ ( w ) @ ( u )  + E  $(w)@(a) 

{Qf - OK-% - pg)' ~ ( W ) @ ( C J )  

Kalman-Yacubovich lemma (11) mustr hold and (8) and (11) imply par t  b of 

Theorem U. 

the  lowest degree term i n  (7) is  

so (8) must hold, 

(@ - aK-'g - @g)'y$(w)@(a) + 

By the  necessity part  of the 

("See Gantmacher, The Theory of Matrices, Chelsea Publishing Co., 1959, Vol. I, 
page 220. 
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Now by picking a $(w) that is  equal t o  a constant i n  some 

neighborhood of 1 and satisfying the  conditions of 3b and @(a) = w w e  

see that in some neighborhhod of the origin the equations reduce t o  the 

linearized system and hence the condition c) is necessary. 

$(w) 

and since a determinant is  the  product of the character is t ic  roots a) is  

a l so  necessary. Thus: 

For the same 

the determinant of the matrix of the linearized system is vlAI(p + clA'!b) 1 

Theorem 1B: If f o r  the system as defined i n  Theorem lA there exists 

a posit ive definite Liapunov function of the type quadratic form plus 

integral  of the nonlinearities whose derivative is nonpositive and the 

system is  asymptotically stable i n  the large then the  conditions a,b and c 

of theorem IA are satisfied. 

111. The SinguJ-ar Case. 

I& us return t o  the s y s t e m  (1) and assume that A has a simple 

characterist ic root zero and the other n-1 characterist ic roots have nega- 

t i v e  real parts. It should be noted that we could assume that A a lso 

have 2p simple imaginary characterist ic roots and use again the methods 

of the previous section but we shall not do this i n  order t o  avoid too 

lengthy arguments. 

controllable and caupletely observable respct ively.  

(1) and (2) are in the canonical form 

Again we assume that (A,b) and (A, c ' )  are completely 

Ijet us assme that  



N 

where v, d, e 

(n - 1) x (n - 
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are (n-1) vectors, y, f ,  g a re  scalars ami s is a n  

.) stable  matrix. v' = (G', y), b' = (a', f),and c *  = (e t ,  g). 

Now rnaking the change of coodinates  

. N - 
z = v = sv - dp - 
u = e'v + gy - pu 

the above system is  equivalent t o  

w = 1 - Qp sgn u 
yp = (p - e'S-'d)p = e ' s  -1 z + gy - u 

-1 provided y = p - e's 
generality t ha t  y > 0. 

above system 

d # 0 and we can assume again without loss  of 

Consider the following Liapunov function f o r  the 

U 2 V = Z'BZ + 5 p + (3 I $(w)@(u)du 
0 

Now if  g f  > O  w e  may take a > 0 and p > 0 such that a - pgfy-' = 0 

and complete the square as in the previous section t o  obtain 

- + = z ' ( C  - qq')z + (dT *(w)@(u) + q'z) 2 

+ p{; 9bd @(u)du)~(w)@(u)sgn  u 
0 dw 
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- C = S ' B + l S  

T = B p  

& q = € ? d  

Now by the  Kahn-Yacubovich l e m m a  

- g e t .  

there exists a B and a q such that 

C - qq' = 0 and satisfies the above iff 

p + Re e '  S?d h 0 
10 (22) 

f o r  a l l  real o) or w h a t  i s  equivalent iff 

f o r  a l l  nonzero real o. 

Now by an argument similar t o  the one found i n  the  previous section, 

w e  have 

Theorem 2A) If A has a simple zero characterist ic root and the 

other characterist ic roots have negative real parts then (1) and (2) or (18) 

is asymptotically s table  in t he  large f o r  a l l  

and 3b) provided 

@(a), q(w) s a t i s o i n g  3a) 

a) (A,b) and (A,c') are completely controllable and completely observ- 

able. 
, 

b) 8 5 0  

c) The residue of CIA'% at the or igin is  posit ive x 
d) p + Re c ' A 2  Z 0 fo r  a l l  non zero real a. 

e) The linearized system obtained from (18) by letting e = 0 and 

$( l )@(a)  = W is  asymptotically s table  for a l l  y > 0. 



-14- 

Theorem 2B) Let A be as i n  Theorem 2A. Then if there exists for the 

system (1) and (2) or (18) a posit ive definite Uapunov Aznction of the  type 

quadratic form plus integral of the nonlinearit ies whose derivative is 

nonpositive then the  conditions C )  and d) of Theorem 2A are satisfied. 

Remarks: 

t o  the indirect control system of the L u r i e  type. 

f o r  the Lurie system that the matrix A 

ac te r i s t i c  root of multiplicity greater than two and a zero character is t ic  

root of multiplicity greater than one. 

€-method that  you cannot have a posit ive definite Liapunov f'unction of the 

type quadratic form plus integral  of the nonlinearit ies whose derivative is  

nonpositive for the case when A 

multiplicity two. 

can be obtained by the  par t icular  type of Liapunov function. 

It should be noted that when 8 = 0 the system (1) and (2) reduces 

Yacubovich [7] has shown 

can not have an imaginary char- 

It cas  a l so  be shown by the 

has an haginary characterist ic root of 

Thus the  resul ts  given i n  t h i s  paper are as general as 
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